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Admissible disturbances for perturbed nonlinear
discrete systems

MOSTAFA RACHIK, ABDESSAMAD TRIDANE, MUSTAPHA LHOUS and ZAKIA TRIDANE

Consider the discrete perturbed controlled nonlinear system given by
{

xe(i +1) = Axe(i)+ f (ζiui +ωi), i ­ 0

xe(0) = γx0 +ψ

and the output functionye(i) =Cxe(i), i­ 0, wheree= (γ,ψ,(ζi)i­0,(ωi)i­0) is a disturbance
which perturb the system. The disturbancee is said to beε-admissible if‖ye(i)− y(i)‖¬ ε,
∀i ­ 0, where(y(i))i­0 is the output signal corresponding to the uninfected system. The set
of all ε- admissible disturbances is the admissible setS (ε). The characterization ofS (ε) is
investigated and practical algorithms with numerical simulation are given. The admissible set
Sd(ε) for discrete delayed systems is also considered.

Key words: discrete nonlinear systems, disturbances, asymptotic stability, admissibility,
observability, discrete delayed systems

1. Introduction

During the control of a system, we are always confronted to the presence of some
undesirable parameters. To better avoid damages being ableto be caused by such per-
turbation on the evolution of a system, many approach have been developed (see [1],
[2], [4], [5], [6], [7], [8] and [10]). We contribute in this direction to fix a threshold of
toleranceε (ε is chosen in function of the considered system ) and to characterize, on the
theoretic and algorithmic plan, perturbations of which theeffect is under this threshold.
The linear case has been dealt by Rachik and al in [9], we have also dealt the bilinear
case (see [3]). So, as a natural continuation of what has beendone [9] and [3], we devote
this paper to the study of nonlinear case. Moreover to the difference of what has been
done in [9] and [3], we suppose in this work that the initial state of the system is also
affected by a perturbation.
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In a precise manner, we consider here the controlled perturbed nonlinear system
defined by {

xe(i +1) = Axe(i)+ f (ζiui + ωi) , i ­ 0

xe(0) = γx0 + ψ
(1)

the corresponding output signal is

ye(i) = Cxe(i) , i ­ 0 (2)

whereA,C are respectivelyn×n, p×n matrices;xe(i) ∈ IRn is the state variable,ui ∈ IRm

is the control variable,f : IRm−→ IRn is a continuous function,e= (γ,ψ,(ζi)i­0,(ωi)i­0)
is an undesirable disturbance which affects the system because of it’s connections with
the environment. The output signal corresponding toγ = ζi = 1 , ψ = ωi = 0 for all i ∈ IN
is simply denoted by(y(i))i­0, i.e.

y(i) = Cx(i), i ­ 0 (3)

where(x(i))i­0 is the uninfected state given by

{
x(i +1) = Ax(i)+ f (ui) , i ­ 0

x(0) = x0 ∈ IRn.
(4)

In all of this paper, we suppose that the disturbances(ωi)i­0 and(ζi)i­0 susceptible of
infecting our system have a limited age, consequently in allthis work we suppose that

ω = (ωi)i­0 ∈ U I
m = {(γi)i­0/γi ∈ IRm, and γi = 0, ∀i ­ I}

and
ζ = (ζi)i­0 ∈ R J

1 = {(λi)i­0/λi ∈ IR, and λi = 1, ∀i ­ J}
whereI and J are respectively the ages of disturbances(ωi)i and (ζi)i .

Theε-admissible setS(ε) defined by

S(ε) = {e= (γ,ψ,ω,ζ) ∈ IR× IRn×U I
m×R J

1 / ‖ye(i)−y(i)‖¬ ε, ∀i ­ 0} (5)

A summary of the contents of the paper reads as follows: In section 2, after
introducing the notations we will use in the continuation ofthe paper, we give the
propreties to characterize the set by functional inequalities and the condition under
which S(ε) contains a neighborhood of zero. A condition for finite determinability
and an algorithmic procedure for the computation ofS(ε) are given in section 3. To
illustrate this, we give some examples in section 4. Section5 is devoted to the study of
the characterization of admissible disturbances for discrete delayed systems.
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Example 1As an example of the characterization ofε-disturbances we give the follo-
wing motivation. Let consider the discrete system described by

xe
i+1 = 0.2xi +(ui + ωi)

2, ∀i ­ 0,

xe
0 = x0 + ψ,

wherexi , ui in IR, I = 0 the age of perturbation and the out put state is given by

ye
i = xe

i .

Theε-admissible setS(ε) is defined by

S(ε) = {e= (ψ,ω) ∈ IR2/ |ye(i)−y(i)|¬ ε, ∀i ­ 0}

where the output signal corresponding toe= (ψ,ω) = 0 is simply denoted by(y(i))i­0

yi = xi , i ­ 0 (6)

and(xi)i­0 is the uninfected state given by
{

xi+1 = 0.2xi +u2
i , i ­ 0

x(0) = x0 ∈ IR.
(7)

We deduce by simple calculous that

S(ε) = {e= (ψ,ω) ∈ IR2/ |ψ|¬ ε, |0.2ψ+(ω0 +u0)
2−u2

0|¬ ε2i−1, ∀i ­ 1}.

If we takeu0 = 0.2 andε = 10−2 then, we deduce by

{(ψ,ω) ∈ IR2/ |0.2ψ+(ω0 +0.2)2−0.04| ¬ 10−2} ⊂
{(ψ,ω) ∈ IR2/ |0.2ψ+(ω0 +0.2)2−0.04| ¬ 10−22i−1, ∀i ­ 1}

that

S(ε) = {e= (ψ,ω) ∈ IR2/ |ψ|¬ 10−2, |0.2ψ+(ω0 +0.2)2−0.04| ¬ 10−2}.

The admissible set corresponding to previous system is given in Fig. 1.

2. Preliminary results

It is easy to deduce from equation(1) that

xe(i) = Aixe(0)+
i−1

∑
j=0

Ai−1− j f (ζ ju j + ω j) ,∀i ­ 0



300 M. RACHIK, A. TRIDANE, M. LHOUS, Z. TRIDANE

Figure 1. The setS (ε) corresponding to example 1

then
ye(0)−y(0) = (γ−1)Cx(0)+Cψ

and for everyi ­ 1, we have

ye(i)−y(i) = Cxe(i)−Cx(i)

= CAi((γ−1)x(0)+ ψ)+
i−1

∑
j=0

CAi− j−1( f (ζ ju j + ω j)− f (u j)).

If we introduce the signal(ξe
j) j­0 ∈ U max(I ,J)+1

n defined by
{

ξe
j+1 = f (ζ ju j + ω j)− f (ui), ∀ j ­ 0

ξe
0 = (γ−1)x(0)+ ψ

(8)

we easily establish that

ye(i)−y(i) =
i

∑
j=0

CAi− jξe
j .

Consequently, the setS(ε) of all disturbancese= (γ,ψ,ζ,ω) ∈ IR× IRn×R J
1 ×U I

m can
be written as follows

S(ε) = {e= (γ,ψ,ζ,ω)/‖
i

∑
j=o

CAi− jξe
j‖¬ ε , ∀i ­ 0}.

SinceU s
r (RespR s

r ) can be identified toIRr(s+1) by the canonical isomorphism

ϕ : U s
r −→ IRr(s+1)

(zi)i­0 −→ (zi)
⊤
i¬s
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(
Resp ϕ : R s

r −→ IRr(s+1)

(zi)i­0 −→ (zi)
⊤
i¬s

)

where(zi)
⊤
i¬s is the vector ofIRr(s+1) given by

(zi)i¬s =




z0
...

zs




⊤

∈ IRr × IRr . . . IRr
︸ ︷︷ ︸

s+1−times

then

S(ε) = {e= (γ,ψ,ζ,ω) ∈M / ‖
i

∑
j=o

CAi− jξe
j‖¬ ε, ∀i ­ 0}

with
M = IR× IRn× IRJ+1× IRm(I+1). (9)

In order to characterize the setS(ε) by a finite number of functional inequalities, we
rewriteS(ε) as follows

S(ε) = V (ε)∩W (ε) (10)

where

V (ε) = {e∈M /‖
i

∑
j=o

CAi− jξe
j‖¬ ε , ∀i ∈ {0, . . . ,max(I ,J)}} (11)

and

W (ε) = {e∈M /‖
i

∑
j=o

CAi− jξe
j‖¬ ε , ∀i ­max(I ,J)+1}. (12)

Since the setV (ε) is characterized by a finite number of inequalities, our objective will
be the characterization of the setW (ε). We have

W (ε) = {e∈M / ‖C
max(I ,J)

∑
j=0

Ai− jξe
j‖¬ ε, ∀i ­max(I ,J)+1}

= {e∈M / ‖CAk+1
max(I ,J)

∑
j=0

Amax(I ,J)− jξe
j‖¬ ε , ∀k­ 0}

= {e∈M / ‖CAk+1G (e)‖ ¬ ε , ∀k­ 0}

whereG is the map defined by

G : IR× IRn×
(J+1)−times︷ ︸︸ ︷

IR× . . .× IR×
(I+1)−times︷ ︸︸ ︷

IRm× . . .× IRm −→ IRn

e= (y,z,y0, . . . ,yJ,z0, . . . ,zI ) 7−→
max(I ,J)

∑
j=0

Amax(I ,J)− jξe
j

(13)
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with (ξe
j) j­0 given by

{
ξe

j+1 = f (y ju j +zj)− f (u j)

ξe
0 = (y−1)x(0)+z.

Proposition 1 If A is Lyapunov stable(the characteristic roots of A satisfy the following
conditions :|λ|¬ 1 for everyλ in the spectrum of A, and|λ|= 1 impliesλ is simple) then
01 ∈ int S (ε), where01 = ((1,0n,1, . . . ,1,0m, . . . ,0m))∈M , 0n and0m are the n×n-zero
and m×m-zero matrix respectively.

PROOF. We have

V (ε) =

max(I ,J)
\

i=0

V i(ε) ⊃
max(I ,J)

\

i=0

V̂ i(ε)

where

V i(ε) = {e∈M / ‖
max(I ,J)

∑
j=o

CAi− jξe
j‖¬ ε}

and

V̂ i(ε) = {e∈M / ‖
max(I ,J)

∑
j=o

CAi− jξe
j‖ < ε}.

Moreover, we use the continuity off to deduce that the map

e∈M →֒ ‖
max(I ,J)

∑
j=o

CAi− jξe
j‖

is continuous too.
ConsequentlŷV i(ε) is an open subset ofM = IR× IRn× IRI+1× IRm(J+1) which con-

tains the value 01, thus 01 ∈ intV (ε). On the other hand the Lyapunov stability ofA
implies the existence of a constantγ > 0 such that

‖CAk+1x‖ ¬ γ‖x‖ for every x∈ IRn and k∈ IN.

For every (t,x,y,z) ∈M and everyk∈ IN we have

‖CAk+1G (t,x,y,z)‖ ¬ γ‖G (t,x,y,z)‖.

Moreover the continuity ofG implies that

∀ε > 0 ∃η > 0, ‖(t,x,y,z)−01‖¬ η ⇒‖G (t,x,y,z)‖ ¬ ε/γ

so for every(t,x,y,z) ∈ BM (01,η) (whereBM (01,η) is ball of 01 in centre andη radius)
and everyk∈ IN we have

‖CAk+1G (t,x,y,z)‖ ¬ γ‖G (t,x,y,z)‖ ¬ ε,

henceBM (01,η) ⊂W (ε) thus 01 ∈ intW (ε).
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3. The characterization ofW (ε)

In order to characterize the setW (ε) by a finite number of inequalities, we rewrite
it as follows

W (ε) = {e= (γ,ψ,(ζi)i¬J,(ωi)i¬I) ∈M / G (e) ∈ T (ε)} (14)

where
T (ε) = {x∈ IRn/‖CAi+1x‖¬ ε , ∀i ­ 0}. (15)

For everyk∈ IN, we define the setTk(ε) by

Tk(ε) = {x∈ IRn/‖CAi+1x‖¬ ε ∀i ∈ {0,1, . . . ,k}}, (16)

T (ε) is said to be finitely accessible if there existsk ∈ IN such thatT (ε) = Tk(ε), we
notek∗ the smallest integer such thatT (ε) = Tk∗(ε).

Remark 1 We have

T (ε) ⊂ Tk2(ε) ⊂ Tk1(ε) , ∀k1,k2 ∈ IN such that k1¬ k2. (17)

Proposition 2 T (ε) is finitely accessible if and only ifT i+1(ε) = T i(ε) for some i∈ IN

PROOF. IfT (ε) is finitely accessible, then the equality holds for alli­ k∗. Conversely, if
T i+1(ε) = T i(ε) for somei ∈ IN, we deduce thatT i(ε) is A-invariant (i.e.A(T i(ε))⊂ T i(ε)
) which implies thatT i(ε) is Ak− invariant for everyk∈ IN , and soT i(ε)⊂ T (ε), finally
we apply Remark 1 to end the proof.

Using proposition 1 we can establish a first formal algorithmto determine the small-
est integerk⋆ such thatTk⋆(ε) = T (ε) and consequently to characterize the setW (ε)
by

W (ε) =W k⋆(ε) = G −1(Tk⋆(ε)).

Algorithm 1
∣∣∣∣∣∣∣∣∣∣

step 1 : Setk = 0

step 2 : IfTk+1(ε) = Tk(ε) then setk∗ = k and stop,

else continue.

step 3 : Replacek by k+1 and return to step 2.

It is obvious that algorithm I is not practical because it does not describe how the test
Tk+1(ε) = Tk(ε) is implemented, moreover it producesk∗ if and only if T (ε) is finitely
accessible. In order to overcome this difficulty, letIRn be endowed with the following
norm

‖x‖ = max
1¬i¬n

|xi | , ∀x = (x1, . . . ,xn) ∈ IRn.
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The setTk(ε) is then described as follows

Tk(ε) = {x∈ IRn/h j (CAi+1x)¬ 0 for j = 1,2, . . . ,2p and i = 0,1, . . . ,k} (18)

whereh j : IRp −→ IR, are defined for everyx = (x1, . . . ,xp) ∈ IRp by

h2m−1(x) = xm− ε, for m∈ {1,2, . . . p},

h2m(x) = −xm− ε, for m∈ {1,2, . . . p}.
It follows from remark 1 that

Tk+1(ε) = Tk(ε) ⇐⇒ Tk(ε) ⊂ Tk+1(ε)

so

Tk+1(ε) = Tk(ε) ⇐⇒ [∀x∈ Tk(ε), ∀ j ∈ {1,2, . . . ,2p} h j(CAk+2x)¬ 0] (19)

or equivalently
sup

x∈Tk(ε)
h j(CAk+2x)¬ 0 ∀ j ∈ {1,2, . . . ,2p}, (20)

hence algorithm 1 can be rewritten as follows.

Algorithm 2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

step 1 : Letk = 0;

step 2 : Fori = 1, . . . ,2p, do :∣∣∣∣∣∣∣

MaximizeJi(x) = hi(CAk+2x){
hi(CAlx) ¬ 0,

i = 1, . . . ,2p, l = 1, . . . ,k+1.

Let J∗i be the maximum value ofJi(x).

If J∗i ¬ 0, for i = 1, . . . ,2p then

setk∗ := k and stop.

Else continue.

step 3 : Replacek by k+1 and return to step 2.

Remark 2 The optimization problem cited in step2 is a mathematical programming
problem and can be solved by standard methods.

It is clear that algorithm II converges if and only if there exists an integerk such
thatTk+1(ε) = Tk(ε), so it is desirable to establish simple conditions which make the set
W (ε) (or T (ε)) finitely accessible. Our main result in this direction is thefollowing
theorem.
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Theorem 1 Suppose the following assumptions to hold
i) A is asymptotically stable(|λ| < 1 for everyλ in spectrum of A),
ii) the pair (C,A) is observable([C⊤|A⊤C⊤| . . . |(A⊤)n−1C⊤] has rank n).

ThenW (ε) is finitely accessible.

PROOF. Letx∈ Tn−1(ε) then‖CAi+1x‖ ¬ ε ∀i ∈ {0,1, . . . ,n−1} which implies that



C

CA
...

CAn−1




Ax∈
n−times︷ ︸︸ ︷

B p(0,ε)× . . .×B p(0,ε)

where
B p(0,ε) = {x∈ IRp/‖x‖ ¬ ε}.

HenceΛ⊤ΛAx∈ Λ⊤(

n−times︷ ︸︸ ︷
B p(0,ε)× . . .×B p(0,ε)) whereΛ is the matrix given by

Λ =




C

CA
...

CAn−1



∈ L (IRn, IRnp).

Consequently

(Λ⊤ΛA)(Tn−1(ε)) ⊂ Λ⊤(

n−times︷ ︸︸ ︷
B p(0,ε)× . . .×B p(0,ε)). (21)

So, for everyx∈ Tn−1(ε) there existsz∈ (

n−times︷ ︸︸ ︷
B p(0,ε)× . . .×B p(0,ε)) such that

Λ⊤ΛAx= Λ⊤z, which implies that

< Λ⊤ΛAx,Ax> = < Λ⊤z,Ax> , ∀x∈ Tn−1(ε). (22)

On the other hand the obsevability of(A,C) implies thatΛ⊤Λ is coercive i.e.

∃α > 0 / < Λ⊤Λx,x > ­ α‖x‖2 , ∀x∈ IRn,

then it follows from(22) that

α‖Ax‖2
¬ (cste)‖Ax‖×‖z‖, ∀x∈ Tn−1(ε)

and consequently
‖Ax‖¬ (cste)‖z‖ , ∀x∈ Tn−1(ε).
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Then, since(

n−times︷ ︸︸ ︷
B p(0,ε)× . . .×B p(0,ε)) is a bounded set, we deduce the existence of a

constantr > 0 such that

ATk(ε) ⊂ Bn(0, r) = {x∈ IRn/‖x‖ ¬ r}, ∀k­ n−1.

Using the asymptotic stability ofA, it follows that there existsk0 ­ n− 1 such that

‖CAk0+1‖¬ ε
r
, hence

CAk0+1(Bn(0, r)) ⊂ B p(0,ε)

then
‖CAko+2x‖¬ ε ∀x∈ Tk0(x)

which implies that
x∈ Tk0+1(ε).

Consequently
Tk0(ε) ⊂ Tk0+1(ε)

Finally, we use proposition 2 to end the proof.

4. Examples

In this section, we give two simple examples where we presentthe setS (ε).

Example 2Let A, C andε given by

A =

(
0.6 0

1 0.7

)
, C =

(
2 0

1 1

)
ε = 1.

Then, we use algorithm 2 to establish thatk∗ = 3.
We suppose thatf : IR −→ IR2 : x →֒ (0,x+ 1) , ωi = 0, ∀i ­ 1, ζi = 1, ∀i ­ 0 and
γ = 1 . Then for allu0 ∈ IR, we have

S (1) = {(ψ1,ψ2,ω0) ∈ IR3/ |ψ1|¬ 1 |ψ1 +ψ2|¬ 1, |−0.8ψ1+0.5ψ2 +ω0+1|¬ 1}.

Example 3ForA= 1, C = 1, andε = 0.01, we obtaink∗ = 1. If we take f : IR −→ IR :
x →֒ x2, ωi = 0, ∀i ­ 2, ζi = 1, ∀i ­ 0 andγ = 1, then foru0 = 0 and u1 = 1, we have

S (ε) = {(ψ,ω0,ω1) ∈ IR3/ |ψ|¬ ε, |ψ+ ω2
0|¬ ε, |ψ+ ω2

0 +(ω1+1)2−1|¬ ε}.
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Figure 2. The setS (ε) corresponding to example 2

Figure 3. The setS (ε) corresponding to example 3

5. Admissible disturbances for discrete delayed nonlinearsystems

This section is devoted to the characterization of admissible disturbances for the
discrete delayed system given by





xe(i +1) =
r

∑
j=0

A jxe(i − j)+ f (ζiui + ωi) , i ­ 0

xe(k) = γkθk + ψk for k∈ {−r,−r +1, . . . ,−1,0}.
(23)

The corresponding delayed output function is

ye(i) =
s

∑
j=0

Cjx
e(i − j) , i ­ 0 (24)

whereA j ∈ L (IRn),Cj ∈ L (IRn, IRp), r and s are integers such thats¬ r, f : IRm −→
IRn is a continuous function,Ψ = (ψ−r ,ψ−r+1, . . . ,ψ−1,ψ0)

⊤ ∈ (IRn)r+1 and Γ =
(γ−r ,γ−r+1, . . . ,γ−1,γ0)

⊤ ∈ IRr+1 are a perturbations which infect the initial stateθ =
(θ−r ,θ−r+1, . . . ,θ−1,θ0)

⊤.
As before we suppose thatI andJ are respectively the ages ofζ = (ζi)i­0 and ω =

(ωi)i­0 and we investigate the setSd(ε) of all ε-admissible disturbances

e= (Γ,Ψ,ζ,ω) ∈ IRr+1× (IRn)r+1×R J
1 ×U I

m
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i.e.
Sd(ε) = {e∈ IRr+1× (IRn)r+1×R J

1 ×U I
m/‖ye(i)−y(i)‖ ¬ ε, ∀i ­ 0}

where(y(i))i­0 is the output function corresponding to the uninfected controlled system,
that is

y(i) =
s

∑
j=0

Cjx(i − j) , i ­ 0 (25)

with 



x(i +1) =
r

∑
j=0

A jx(i − j)+ f (ui) , i ­ 0

x(k) = θk for k∈ {−r,−r +1, . . . ,−1,0}.
(26)

Consider the new state variablesXe(i) andX(i) defined inIRn(r+1) by

Xe(i) = (xe(i),xe(i −1), . . . ,xe(i − r))⊤, i ­ 0

X(i) = (x(i),x(i −1), . . . ,x(i − r))⊤, i ­ 0

and define the matrix̃A by

Ã =




A0 A1 . . . . . . Ar

In 0n . . . . . . 0n

0n
. .. . . .

...
...

. .. . . . . ..
...

0n . . . 0n In 0n




∈ L (IRn(r+1))

whereIn is then×n-unit matrix,On is then×n-zero matrix. Then it is easy to deduce
from (23) and(26) that

{
Xe(i +1) = ÃXe(i)+F(ζui + ωi)

Xe(0) = Γθ0 + Ψ
(27)

and {
X(i +1) = ÃX(i)+F(ui)

X(0) = θ0
(28)

where
F : IRm −→ IRn(r+1)

x−→ F(x) = ( f (x),0, . . . ,0)⊤

and
Γθ0 = (γ0θ0,γ−1θ−1, . . . ,γ−rθ−r)

⊤.
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Moreover, if we consider the matrix

C̃ = (C0|C1| . . . |Cs|Op×n| . . . |Op×n) ∈ L (IRn(r+1), IRp)

then,(24) and(25) are given in terms of the new state variablesXe(i) and X(i) by

ye(i) = C̃Xe(i), ∀i ­ 0, (29)

y(i) = C̃X(i), ∀i ­ 0. (30)

Consequently, the set of theε-admissible disturbancese= (Γ,ψ,ζ,ω) is

Sd(ε) = {e∈ N / ‖C̃
i−1

∑
j=0

Ãi− j ξ̃e
j‖¬ ε, ∀i ­ 0}

where
N = IRr+1× IRn(r+1)× IRm(I+1) × IRq(J+1)

and {
ξ̃e

i+1 = F(ζiui + ωi)−F(ui) ∀i ­ 0

ξ̃e
0 = (Γθ−θ)+ Ψ.

(31)

As previously, we have
Sd(ε) = Vd(ε)

\

Wd(ε)

where

Vd(ε) = {e∈ N / ‖C̃
i

∑
j=0

Ãi− j ξ̃e
j‖¬ ε, ∀i ∈ {0,1, . . . ,max(I ,J)}}

and

Wd(ε) = {e∈ N / ‖C̃
i

∑
j=0

Ãi− j ξ̃e
j‖¬ ε, ∀i ­max(I ,J)+1}.

As in section 2 we have

Wd(ε) = {e= ((ωk)−r¬k¬0,(αi)i¬I ,(ζi)i¬J) ∈ N / ‖C̃Ãk+1G̃ (e)‖ ¬ ε ,∀k­ 0}

whereG̃ is the map defined by

G̃ : N = IRn(r+1)× IRm(I+1)× IRq(J+1) −→ IRn(r+1)

e= ((xk)−r¬k¬0,(yk)−r¬k¬0,(zi)i¬I ,(ti)i¬J) −→
max(I ,J)

∑
i=o

(Ã)max(I ,J)−i ξ̃e
i
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with
{

ξ̃e
i+1 = F(ziui + ti)−F(ui) ∀i ­ 0

ξ̃e
0 = ((x0−1)θ0 +y0,(x−1−1)θ−1 +y−1, . . . ,(x−r −1)θ−r +y−r)

⊤.

In order to characterizeWd(ε), we introduce the following sets

Td(ε) = {x∈ IRn(r+1)/‖C̃Ãi+1x‖¬ ε, ∀i ­ 0}, (32)

T k
d (ε) = {x∈ IRn(r+1)/‖C̃Ãi+1x‖¬ ε ∀i ∈ {0,1, . . . ,k}}, k­ 0, (33)

and
Wk

d (ε) = G̃ −1(T k
d (ε)) , k­ 0. (34)

It is obvious that theorem 1 gives sufficient conditions to makeWd(ε) finitely accessible.
In the following we focus our interest in finding sufficient condition adapted to discrete
delayed systems so thatWk

d (ε) be finitely determined. In our study we consider two cases

a) First case,p = n (i.e. the observation space and the state space have the same
dimension).

b) Second case,p < n( which is the usual case.)

First case,p = n.

In this case everyCi is ann×n matrix.

Proposition 3 Suppose the following assumptions to hold

i) Ci commutes with Aj for all i and j such that0¬ i ¬ s, 0¬ j ¬ r

ii) ‖
r

∑
i=0

Aizi‖¬ ε for every(z0, . . . ,zr) ∈ Bn(0,ε)× . . .×Bn(0,ε)︸ ︷︷ ︸
(r+1)−times

then Wd(ε) is finitely determined, moreover Wd(ε) = Wr
d (ε).

PROOF. Letx = (x0,x1, . . . ,xr) ∈ IRn(r+1). If we set

hx
k = C̃Ãkx, k­ 0

then we have
hx

k = C̃Zx
k, k­ 0 (35)

whereZx
k is such that

Zx
k = (zk,zk−1, . . . ,zk−r), k­ 0
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and(zk)k­0 the unique solution of the system




zk+1 =
r

∑
j=0

A jzk− j

z−i = xi i ∈ {0, . . . , r}.
(36)

Indeed, from(36), we easily establish that
{

Zx
k+1 = ÃZx

k, k­ 0

Zx
0 = x

(37)

which implies thatZx
k+1 = Ãk+1x and the equality(35). Sohk can be interpreted as the

output function associated to system(37). Using(35) to deduce that

hx
k =

s

∑
j=0

Cjzk− j , k­ 0

hence fork­ r +1 we have

hx
k =

s

∑
j=0

Cjzk− j =
s

∑
j=0

Cj

r

∑
i=0

Aizk− j−i−1

=
r

∑
i=0

Ai

s

∑
j=0

Cjzk− j−i−1 =
r

∑
i=0

Aihx
k−i−1.

(38)

Let x̄∈ Tr
d (ε). We have

‖C̃Ãk+1x̄‖¬ ε, ∀k∈ {0,1, . . . , r}

or equivalently
‖hx̄

k+1‖¬ ε, ∀k∈ {0,1, . . . , r}. (39)

Applying (38) for k = r +2, we have

hx̄
r+2 =

r

∑
i=0

Aih
x̄
r+1−i.

Using hypothesis ii) and(39), we deduce that

‖hx̄
r+2‖¬ ε

which implies that
x̄∈ Tr+1

d (ε)

and consequently
Tr

d (ε) ⊂ Tr+1
d (ε)
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or
Td(ε) = Tr

d (ε).

Hence
G̃ −1(Td(ε)) = G̃ −1(T r

d (ε)) i.e. Wd(ε) = Wr
d(ε).

Second casep < n.

Since everyCi is ap×n matrix, thenĈi =

(
Ci

0

)
is an×n-matrix. If we introduce the

new observation variables ˆye(i) and ŷ(i) defined by

ŷe(i) =

(
ye(i)

0IRn−p

)
∈ IRn, ŷ(i) =

(
y(i)

0IRn−p

)
∈ IRn

then clearly we have

ŷe(i) =
s

∑
j=0

Ĉjx
e(i − j), ŷ(i) =

s

∑
j=0

Ĉjx(i − j). (40)

Consequently the setSd(ε) is given by

Sd(ε) = {e∈ N /‖ye(i)−y(i)‖¬ ε , ∀i ­ 0}
= {e∈ N /‖ŷe(i)− ŷ(i)‖¬ ε , ∀i ­ 0}.

Finally, sinceĈi are n× n-matrices, we apply the result established in the first case
(p = n), to the systems(23) and(26) and output function(40), to deduce the following
result

Proposition 4 Suppose the following hypothesis to hold

i) Ĉi commutes with Aj for all i and j such that0¬ i ¬ s, 0¬ j ¬ r.

ii) ‖
r

∑
i=0

Aizi‖¬ ε for all (z0, . . . ,zr) ∈ B̂n(0,ε)× . . .× B̂n(0,ε)︸ ︷︷ ︸
(r+1)−times

( whereB̂n(0,ε) = B p(0,ε)×0IRn−p ⊂ IRn)

then Wd(ε) is finitely accessible, moreover Wd(ε) = Wr
d (ε).
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6. Conclusion

In this paper the problem of the characterization of the admissible disturbances set
for perturbed nonlinear discrete systems is considered. Anefficient algorithm for con-
structing the admissible set is given and numerical simulations have been done for some
examples. The case of controlled discrete-time delayed systems has also been investi-
gated. As a natural continuation of this work its interest toinvestigate the same problem
where the dynamics of the system is also perturbed, that means, to characterize theε-
admissibles perturbations from the system

{
xe(i +1) = (A+ δ)xe(i)+ f (ζiui + ωi), i ­ 0

xe(0) = γx0 + ψ

whereδ is a perturbation which enters the dynamic of system.
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