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Independent component analysis
in angiography images

EWA SNITKOWSKA and WLODZIMIERZ KASPRZAK

An important source for information about digital image t@ori is the texture of image
regions. This paper presents a feature extraction apprbaths based on independent com-
ponent analysis (ICA). In ICA a transformation of measuredtered time series is discovered
via blind signal processing that gives statistically ineleglent source signals. In our approach
every textured region is considered as a mixture of (ifjtiahknown) statistically independent
source regions, scanned to 1-D time series. After thesess\ralled independent components,
are extracted by ICA, optimally for given image type, the imixcoefficients of particular re-
gion constitute its feature vector. The quality of such deas is experimentally verified and
compared to other common feature schemas. The compariseedure explores the Fisher
information criterion and classification results for faatevaluation. Our application field is
the analysis of angiography images. It is difficult for medidoctors properly to classify such
images, hence an automatic tool could provide support grtfatter. We demonstrate the use-
fulness of ICA-based features for automatic evaluatiomgi@graphy images.

Key words: langiography images, feature vectors, image analysisp@adent component
analysis, texture description

1. Introduction

Using a texture descriptor, two images can be distinguishsdwell as different
image regions with similar characteristics can be definedelong to the same class
[5], [12]. An automatic search in images for regions withcgfie features can be used
in many applications, e.g. a fast content-driven imageldesta search on the internet
[11], [19], image-based biometric systems [18] and medicege analysis [2]. The
image texture is usually described by a numeric featureoveathere this vector's size
is much smaller than the number of pixels of given region,usng a feature vector
the dimension of image representation is significantly cedu Typical approaches to
texture feature analysis are:
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e statistical features are computed directly from the imalgekbor from several
intensity adjacency matrices or from several sum and sttisiramatrices [5],

e applying a pre-defined linear transformation of the pixeresentation space, for
example the DCT (discrete cosine transform) [13],

¢ an orthogonal transformation, that is computed from the dat - the Karhunen-
Loeve transform or Principal Component Analysis (PCA) [17]

e a set of Gabor filters applied to an image block gives an oddseeof features [1].

Angiography is a medical procedure for examining the stbldomd vessels and itis
used as a diagnostic tool, i.e. to detect a malfunction oti@tory system or developing
tumor. For example, with angiography images we can obséespriocess of growth (or
disappearance) of blood vessels after applying a testeccmedSometimes it is not re-
quired to know the exact number of blood vessels, it is sefficio detect any difference
in the vessel’s state - for this type of diagnostics we canmsge texture analysis. The
ultimate goal is to propose an automatic tool that could nedalical doctors to evalu-
ate angiography images. A typical approach in pattern mtiog is to extract features
from the image and then to classify these features in ternsgewdral or more classes.
Thee classes correspond to different stages of illnessheevlood vessels presented in
the angiography image can be in a ‘healthy’ stage or indugeesiiness or even critical
situation of the human patience.

This paper presents a method for independent componenysenéiCA) - a statisti-
cal data and signal analysis technique. In ICA, on base opkadata, we determine a
low-dimensional representation space spanned by statlgtindependent base vectors
(data vectors, signals) - this space allows for an optimedagosition of sample vectors
(in our case - scanned image blocks) with respect to the emttignce of data samples
[2], [16]. After showing the usefulness of ICA for textureatared detection we examine
the behavior of different classifiers if applied to such IGased features.

2. ICA

In basic ICA (ndependent Component Analysige assume that numeric multi-
dimensional data series (vector signals) are availableretevery individual data series
(time signal) is a mixture of some number of statisticallgependent source signals. The
goal of ICA is to solve the inverse problem of finding thesenown sources without
knowing the mixing conditions.

Let us assume that we observe thdimensional vector signat(t), which is the
result of an unknown mixing ofn statistically independent (unknown) source signals

s(t) [7], [81: .
X(t) = As(t) +n(t) = _lea)af +n(t), (1)
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wherea' denotes théth row vector of an unknown mixing matrik. The goal of ICA is
to estimate in the same time threunknown sources andmax n-dimensional separation
matrixW(t), i.e. them-dimensional vector

y(t) =W(O)x(t) )

should become (up to the scale and signal permutation) anatstof original sources.

In our application the source signals play the role of bastove of expected image
representation subspace, whereas the mixing coefficiemiss (of matrix A) are our
feature vectors. The ICA always estimates the sources Isadelg on the measurement
data - in this way our decomposition scheme is better adjustehe actual problem
(type of image data) then any general-purpose transfoometischema [2], [3]. The
advantage of applying an ICA-based texture descriptiorsehover conventional space
transformation approaches is, that the base functionss@weces in ICA) are adjusted
to given images, which are characteristic for given apfibca whereas in conventional
approaches the base functions are of general nature, ysaalin a heuristic way. In
opposite to PCA (principal component analysis), which sdaldapting to the learning
data, in ICA we search in the space of samples for a non-aotteigbasis of a sub-
space that: (1) retains the structure of the learning databtse vectors correspond
to ‘interesting’ directions of the sample structure; anjlgfter individual rotations of
the sub-space vectors both an orthogonal basis and st@tistdependence of border
distributions (of the sample data in individual output amals) are achieved. In case of
PCA we search for a best orthogonal basis in terms of a miniwiutime generalization
error - PCA assumes a Gaussian distribution of the learratg, de. PCA considers no
structure in the learning data, the distribution of leagnsamples is assumed to be fully
symmetrical and that it does not contain any directionalnmiation in the representation
space.

For example, if in a 2-D space we have sample concentratimmesponding to two
classes, the ICA will find such an axis on which the two separagions in 2-D space
are projected to two separate intervals, whereas in PCA fhensample projections we
are not able to recover the regions, where they originata.fro

There are general validity conditions of the ICA model:

¢ All but one independent sourcgshave to be non-Gaussian,

e The number of observed linear mixtuneghas to be at least equal to the number
of independent sources som > n,

e A mx n-dimensional mixing matribA should be of rank.

For practical reason the vector sign&lsinds are centered by subtracting their mean
vectors.
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3. Texture analysis

In our ICA approach to texture analysis in digital images w&uane, that each rect-
angular image block (of siZex | = N) can be decomposed into a weighted sum (mix-
ture) of some image sources (which are statistically inddget) [2], [10], i.e. image
blocks are treated as mixtures mfindependent sources. Before we can apply an ICA
method each available image block is scanned in given oodatain the set of signals
{xXM|i=1,...,n t=1...,N)}.

3.1. Method description

We assume, that signals (collected into the vector s&tigy meet the mixing con-
ditions for ICA (1). In this wayX(t) is a vector representation of observed image blocks
(a vector ofn signals, where every one is of lendgth=k x |, as a result of image block
scanning). The sdta;} consists of feature vectors (each of them is of lengt, cor-
responding to rows of the mixing matri (every row is a texture feature vector of one
image block). The sefts } consists ofm source signals of lengtN [16].

The ICA algorithm is applied to observations given as veséores of scanned image
blocks{x;(t)}. Itis usually an iterative algorithm that allows to estimat the same time
the unknown independent componestnd a de-mixing matridV. After final iteration
the final matriXW+ and the final output vectgf; are defined as:

§: yT :WTX,

1 ©)
WT ~A .

The matrixW-+, found by ICA, is an estimate of the inverse mixing matrixolrr texture
description scheme the rova¢ of matrix A constitute the feature vectors of particular
observations. Hence, for the learning samples it is suffi¢czobtain the inverse Wr.

In the active working phase of the texture feature detecigstem, for all new image
blocks not available during the learning phase, its cooeding feature vectoa! is
obtained from the standard problem of transmission chadeatification, with inputs
and outputix;.

3.2. Pre-processing in ICA

To simplify the ICA algorithm usually the mean value is detefrom the sample
data. Letm be the vector of mean values for the observation vector sg(t¢. After
estimating output signals by ICA, their appropriate mednascan be reconstructed as:

A lm (4)

whereA 1 is the inverse of the mixing matrix found by the ICA algorithAn impor-
tant step in ICA is ‘whitening’, i.e. a linear transformatiof the representation space
such that the observation vectors (data samples) will beroelated (from channel to
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channel) and with unit variances (in every channel):
X=Vx, E{XX }=1I. (5)

This transformation assures that the ‘interesting’ dicext of the data structure are or-
thogonal to each other in the transformed space. As a pegsing step in ICA the
whitening transformation allows the simplification of ti@A algorithm. Instead of esti-
matingn? coefficients of a free de-mixing matrix in a general caseyrafihitening only
n(n—1)/2 elements need to be determined, as the matrix must be akepysrthogo-
nal.

Another important result of the whitening transformatierihie possibility to reduce
the number of outputs (i.e. the number of expected indepdrm@nponents). If some
eigenvalues\; of the autocorrelation matrix of the input vector seriesa@paratively
small then the corresponding output (space axis) can baaghiibm consideration.

3.3. The ICA algorithm

In our work we implemented the ‘FastiCA' algorithm (Table, Proposed by
Hyvarinen, Karhunen and Oja [6], [9]. This is a ‘batch’-typkgorithm that uses some
pre-processing steps for ICA, like whitening and centenimigich improve convergence
speed of the ICA search procedure. The main step of ‘FastkCiférated as long as the
statistical independence of the outputs is not achieved.

Centering: Eliminate the mean vector frox{t).
Whitening: De-correlate and normalize to unit variance the companefi(t).
Step 1. Initialize the weight matri®W with any non-zero values.
Step 2. For each output p=1,...,ndo:
Step 2a Compute the modified correspondipeth row vector oW
w' = E{xgW'x)} - E{g/(W'x)}w,
whereg is a nonlinear functiong’ — its first time-derivative.
Step 2b  Normalize the computed vector to a unitary vector:
W= W
[lw ]|
Step 2c  To prevent that individual vectors strive for the same
maximum, each vector should be de-correlated
relatively to previous weight vectors.
Step 3. If convergence oW did not occur, repeat from step 2.

Table 1. The FastICA algorithm.
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4. The classification of texture features

As a result of the ICA process two data structures are oldasenatrix (organized
as a vector of signals(t)) of independent components and a final weight matix
From matrixW its pseudo-inverse matrik can be computed, whose rows play the role
of image-block features. These values will be then used lassification process. The
sizes of these matrixes depend on the number of pixels inahsidered image blocks.
As it was mentioned before, the size of maWkcan be decreased in the pre-processing
step, by reducing the multi-dimensional sample space tdbesspace containing only
dimensions along which the data samples posses sufficieigihyvariances, expressed
in terms of eigenvalues of the auto-covariance matrix cd damples. In the most simple
case, when no pre-processing is done, we need an a priompsen regarding the
number of independent sources. Obviously this number chlmeriarger than the number
of mixtures, i.e. the number of different image blocks afali¢ for ICA. During the
classification process a feature vector obtained for sonagénblock is mapped to the
index representing a class. The feature vect@irepresenting given pattern) is linked
with a discrete clasQ; from the set of classeQ. Obviously, this mapping can be done
in various ways — as different classifiers exist.

In case of angiography images, the length and thicknessofdbsels can be impor-
tant. In case of analyzing an angiogenesis process the mwhibessels in given region
can be also important. A human expert has to label all sarapterhages with its proper
class number. Then in a learning procedure the parametesoafficients of a classifier
are set accordingly to these learning samples.

A numeric classifier requires that the feature is expressed point in a multi-
dimensional numeric space. An efficient feature detectlmukl result in such a situ-
ation when features of the same class occupy a common ragifgature space, and
regions of features of different classes can be easily agghrSome of the most popular
numeric classifiers are [14]:

¢ the statisticaBayesclassifier,

¢ the SVMclassifier (SVM — support vector machine),
e theLVQ (learning vector quantifier) classifier,

e thek-nearest neighboclassifier.

Obviously the optimal classifier is the Bayes classifier ifilhgtatistical information
about the class regions can be extracted from the learninglea. We do not expect to
be the case with our angiography images. During the expeatsnee shall look for the
best classifier when using ICA-based features form ourdichi€arning set.
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5. Tests

The presented ICA-based approach was tested with digisgt-graled images as
input data. At first let us mention how the proper number oepghdent sources was
determined. The FastICA algorithm itself already makeslacgon of the sample space
dimension while checking the eigenvalues of the whitendd darrelation matrix. We
have also applied a post-processing to the output of ICA smb&al correlations be-
tween pairs of output signals were examined and among twelated outputs we se-
lected only one to the final set of sources.

5.1. The extraction of ICA features

In our first experiment we tried to establish the proper nunolbéndependent com-
ponents (base image blocks) that are needed properly tesemrimage blocks of size
16x 16 pixels. In Fig. 1 below we show the reconstruction of onagmblock if different
sets of independent components were applied. It should teel bat ICA determines
the sources with respect to the sign, i.e. in case of bladkvemite images, we have to
choose between a ‘normal’ image representation and iteréa’ representation. This
non-determinant result has no negative influence onto tesification process, as we
can always fix any of these two forms. A selection among theeeatternatives is only
required for a compression-decompression applicatiofigiwis not our goal. The qua-
lity of image reconstructiod is computed as a difference between (the nearly) original
image (reconstructed with 150 out of 256 totally possiblenponents) and the recon-
structed image.

The near ly original First 20 1C First 30 1C " First40 IC
image (150 IC) A=16,72 A= 14,20 A=13,25

First 60 IC First 80 IC First 100 IC First 120 IC
A=10,64 A=10,55 A=1,78 A=1,15

Figure 1. During ICA process a set of base image blocks (ieégnt components - IC) is used. Since the
number of ICs decides how large will be the output featureéoregve may need to reduce it. The reduced
set of base image blocks should still allow the proper rettoogon of the image. In the picture above: the
differenceA between original and reconstructed image depends on how imaé@pendent components we

use (i.e. for 20 IC the reconstructed image is not recogiezab
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In the second experiment we examine the elements of mAfrcomputed as the
pseudo-inverse of the de-mixing mat\ found by ICA. The rows ofA are used to
create feature vectors for test image blocks. In Fig. 2 alaagiability of four mixing
coefficients for 150 test image blocks can be observed. Bayspthat already with these
4 coefficients we could code a large subset of 150 images inaemay.

0s 1

05 -1

50 100 150 “n a0 100 180

Figure 2. Values of mixing coefficients for different typddest images

5.2. Comparison of features

We propose to use the famadkeisher information [4] in order to evaluate the quality
of feature vectors. Usually the Fisher information is agglas an optimization criterion
n linear discriminate analysis (LDA) [15] but our goal is prib evaluate the feature
vectors and not to seek for a feature space transformation.

Let (y= f(x) = w'x) be some kind of transformation of samples, i = 1,...,d}
from two different classeQy, k > 2. It is desired that such a vectarshould be found
that f (X) transforms samples from one class into a definitely sepaegten than sam-
ples of another class. For linear transformations the tikésher discriminant is such a
function f (x) = wl x that a special quality function, callédsher information, denoted
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asJ(w) reaches its maximum. Let define the ‘in-class’ maSixXor each clas€)y (as a
measure otompactness matrix Sy for all classes is defined as the sum of all matri-
cesS) and the matrix ‘between-classeSs (as a measure aeparability. The quality
function (Fisher information) is defined as:

W Sw

J(w)_m.

(6)
For the judgment of a transformatidiix) we are looking for the maximum dfw), i.e.
the maximum of relation between average ‘between-classg&nce and average ‘in-
class’ variance. This proportion reaches its maximum valben the column vectors
W, of the matrixW are eigenvectors of the matrSg}SB. The quality function depends
on the proportion (6), so the higher value the better.

In Fig. 3 we present a comparison of the quality of texturéuiess, that were com-
puted by 3 different schemas — our ICA-based approach, akmelvn PCA and texture
descriptors in MPEG-7. It is visible that for different nuertof texture features (from
1 to 62) computed for blocks of size ¥616 the feature vector computed using ICA
performed best — its quality values are always higher coatpar the qualities of fea-
tures based on PCA (principal component analysis) or Gabbersfias described in the
MPEG standard).

DF
1’

—ICA
— MPEG
PCA

0 1a 20 30 40 a0 =] 0N

Figure 3. Quality function for first 62 elements of featuretees, computed by three different methods
(angiography images)

Figures 4 and 5 below show the images of sources (base vedttrs ICA-space)
obtained in our ICA-based approach for Brodatz textures amgiography images.
These are very different sets of images. This illustratesnootivation to propose an
application-adaptable approach to image texture featatbsr than to apply a general-
purpose scheme.
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Figure 4. Base vectors (converted into image blocks) fro# i@ angiography images

5.3. Classification tests

The angiography images are divided into four classes dépgiod the type of blood
vessels (Fig. 6). The color component contains only a margaformation for the judg-
ment process - hence monochromatic images were exploredotlinclasses are deter-
mined as follows:

1. only few and very weak visible blood vessels (nearly a gemknd image),
2. images with thick blood vessels,

3. images with a regular blood vessels pattern,

4. images with curved blood vessels.

The Table 2 below shows results of a classification procetsfaur different classifiers.
The best results were achieved for a neural SLVQ classifigh @@mpetitive learning
rule) and a SVM-based classifier. Slightly worse resultstie Bayes classifier indi-
cate that we need to use more learning samples and moreesfatge samples. The
somehow low quality is mainly due to errors in the classifranf class 2 images. Itis
difficult numerically to express the statement ‘some thieksels appear’, hence there
exists a weak difference between class 2 and class 3 image3dble 3).

The results of classification can differ depending on thes tgpfeature detection
method and the chosen classifier [14]. Given that knowledgean use more proper
classification method for particular image analysis pretcesreate an efficient tool.
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r:;J

Ak

Figure 5. Base vectors (converted into image blocks) frod i@ Brodatz's textures

Class 1 Class 2 Class 3 Class 4
Figure 6. Examples of angiography images from four classes

Properly classified images

Classifier | ICA features | PCA features | MPEG
Bayes 65.1% 62.8% 64.6%
k-NN 60.9% 58.2% 59.3%
SLVQ 73.3% 64.1% 70.5%
SVM 76.9% 68.9% 75.3%

Table 2. The average classification results for featuresdbas 3 different schemas
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H Class‘ Features | Properly classified imagesH

ICA 95.46%
MPEG 81.82%
PCA 47.73%
ICA 56.10%
MPEG 29.27%
PCA 19.51%
ICA 84.91%
MPEG 71.70%
PCA 50.94%
ICA 75.00%
MPEG 91.67%
PCA 75.00%

Table 3. Classification results for the SVM classifier acouydo the proper class

6. Summary

We can use texture analysis as a source of information abewtdntent of angiog-
raphy images. The automatic analysis of digital angiogydptages can be helpful in a
medical diagnosis process in terms of a pre-classificatioh-tusing methods presented
in this paper we can mark some regions or whole images satis§pme conditions.

This paper presents a 3-stage algorithm for the analysislasdification of angiog-
raphy images. The first step is to determine an image blocktefast (it can be the
whole image). Next a feature vector for given image blocloimputed by assuming the
image to be a mixture of some basic statistically indepehuheage blocks (sources in
ICA). This ICA-based decomposition scheme uses the sowamputed by a preced-
ing ICA process applied to some learning samples. The featector corresponds to
mixing coefficients of the source mixing. The base vectorsmated by ICA are well
adjusted to learning data, which are specific for given appbn. The last step is the
classification of feature vectors.

In was experimentally verified that the ICA-based featuragehadvantages over
general PCA- and Gabor filter-based features, accordinget&isher’s information cri-
terion. The particular quality of feature classificationsisted for three main classifiers
- the statistical classifier, the SVM classifier and the k-Na&sifier.
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